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Abstract

This paper deals with a facial recognition system and its verification using the RGB-D data obtained from the Kinect and FRAV3D database. The FRAV3D database contains 106 subjects, which involves approximately one woman after every three men. The Kinect database has 17 images per 31 persons. The proposed algorithm computes a descriptor based on the entropy of RGB-D faces along with the saliency feature obtained from a 2D face which is used as input to a tree bagger classifier to establish the identity.
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1. Introduction

The main objective in this paper is to recognize human faces from RGB-D images using FRAV3D and Kinect RGB-D database. Face recognition is a challenging problem which suffers not only from the general object recognition challenges such as illumination and viewpoint variations but also from distortions or covariates specific....
to faces such as expression, accessories, and high inter-class similarity of human faces. In the FRAV3D database the data were obtained using Minolta VIVID 700 scanner, that provides a VRML file (3D image) along with the texture information (2D image). VIVID 700 is a high speed, portable and easy to use 3D laser scanning system. Here in total of 16 captures per person were taken in every session, with different poses and lighting conditions, trying to cover all possible variations, including turns in different directions, gestures and lighting changes. The depth map is constructed here using laser scan principle. Each session, involves different poses and lighting conditions, thus covering almost all possible variations, including gestures, turns in different directions and lighting changes. The depth map is constructed here using laser scan principle.

![Minolta VIVID scanner](image1)

The Kinect RGB-D database had been obtained using Microsoft Kinect sensor. Kinect sensor consists of a horizontal bar which is attached to a base using a pivot that is motorized and could be positioned with respect to the display. It includes a depth sensor along with RGB camera and a multi-array microphone, which has 3D motion capture, voice and face recognition capabilities. The depth sensor includes IR laser projector combined with a CMOS sensor, that captures video data in 3D under any lighting conditions. The Kinect uses infrared laser light, with a speckle pattern. The depth map is formed by analyzing the speckle pattern of IR light based on the structured light principle. The Kinect RGB-D database contains 1581 images (and their depth counterparts) taken from 31 persons in 17 different poses and facial expressions using a Kinect device. The faces in the images are not extracted neither in the RGB images nor in the depth, hence it could be used for both recognition and detection.

![Kinect sensor](image2)

Each pixel in Kinect’s depth map has a value indicating the relative distance of that pixel from the sensor at the time the image depth maps were captured. It exhibit very high inter-class similarity (due to noise and holes), and therefore may not be able to differentiate among different individuals. However, it has low intra-class variation which can be utilized to increase the robustness to covariates such as expression and pose. Further, color images can provide inter-class differentiability which the depth data lacks. Therefore, its essential to utilize both RGB and depth data for feature extraction and classification. The algorithm first computes entropy maps corresponding to RGB and depth information and a visual saliency map of the RGB image. The Histogram of Oriented Gradients (HOG) descriptor is then used to extract features from the entropy and saliency maps. Then the concatenation of these HOG descriptors provides the final feature descriptor which is used as input to the tree bagger classifier for establishing the identity.
2. Proposed Method

The proposed method first computes the entropy maps and saliency maps for both the texture and the depth maps and then HOG descriptors are derived for each of these maps to extract features. These maps are then combined to form the final descriptor, which is then fed to the tree bagger classifier. The detailed block diagram of the method is shown in Fig. 4. Entropy is defined as the measure of uncertainty in a random variable. Entropy of an image of an image \( r_k \) is defined as

\[
H = - \sum_{k=0}^{K-1} P(r_k) \log(P(r_k))
\]  

(1)

Such entropy maps are derived for both texture and depth images. But the saliency maps are derived only for texture images since saliency refers to something which catches visual attention or that stands out. The saliency attended locations for an image is shown in Fig. 5. There are bottom up approaches and top down approaches for saliency detection. Here we use top down approach for saliency detection. The key idea behind the saliency map is to extract local spatial discontinuities in the modalities of intensity, orientation and color.
Next is to compute the descriptor for these maps. HOG refers to Histograms of Oriented Gradients. It's a feature descriptor that extracts features that are scale and rotation invariant. The HOG facial detector uses a "global" feature to describe a face. This detector uses a detection window that could be slid over the entire image. A HOG descriptor is computed for the detection window, at each position of the detection window. The window used by HOG person detector is 64 pixels wide by 128 pixels tall. In order to obtain the final descriptor of HOG, we consider cells within the window that are 8x8 pixels in size. Here gradient vectors for each of the pixel within the cells are computed. We take the 64 gradient vectors and put them into a 9-bin histogram. The next step is to normalize the histograms. In each bin of the histogram, the value is based on the gradient magnitude of the corresponding cell. These cells are grouped into blocks and then normalized based on the histogram value. This could be carried out by concatenation of histogram of the cells within a block to a vector of 36 components.

Finally, the descriptor output is fed to the classifier to recognize the identity. Here tree bagger classifier is used for this purpose to compute the descriptor for these maps. HOG stands for Histograms of Oriented Gradients. It is a type of "feature descriptor" that extracts features that find a decision criterion that best divides the multi-class training data into two groups at each node. A decision criterion consists of an attribute and a related threshold. Random trees, on the other hand, randomize the decision criteria. A random decision criterion is defined by a random attribute and a random threshold. Random trees, thus, divide the training data on completely random attributes. This randomization mainly addresses high dimensional data and generalization. The classification results from each tree are collected for an input image and typically, a simple majority voting scheme awards the resulting class label. A number of such random decision trees are combined to form a random forest.

3. Results

The proposed algorithm had been implemented using MATLAB, FRAV3D database and RGB-D Kinect database had been used here. The HOG person detector uses a detection window that is 64 pixels wide by 128 pixels tall, giving a final descriptor size of 7560x1. The experiments were conducted in the presence and absence of four components, that is texture, depth, entropy and saliency for both FRAV3D and Kinect database.
(1) Recognition rates for texture alone:

Fig. 7. Recognition rates obtained using entropy maps alone

Fig. 8. Recognition rates obtained using saliency maps alone

Fig. 9. Recognition rates obtained using both entropy and saliency maps

Fig. 7 to Fig. 12 shows the results obtained using the proposed algorithm that is by using HOG descriptor for feature extraction for FRAV3D and Kinect. It could be seen that increased recognition rates are obtained using FRAV3D compared to Kinect since the Kinect database were manually cropped. Moreover it could be seen that by taking the texture along with the depth maps increased the recognition to a considerable rate. This shows that the role of both the texture and depth images are significant in recognizing the face data. It could be inferred from the results of Fig. 7 to Fig. 9. that the combination of both entropy and saliency maps with the fusion of texture and saliency had obtained increased recognition rates compared to other cases.
(2) Recognition rates for depth alone
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**Fig. 10.** Recognition rates obtained using entropy maps alone

(3) Recognition rates for fusion of texture and depth
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**Fig. 11.** Recognition rates obtained using entropy maps alone
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**Fig. 12.** Recognition rates obtained using both entropy and saliency maps

In whole the proposed approach is found to obtain better results than the existing algorithms under effect of covariates. Comparing the recognition rates of the proposed method to SIFT descriptor, it could be seen that the results of the proposed algorithm are higher by a considerable amount. Hence the method proves to have a better performance. Comparing the recognition rates of the proposed method to SIFT descriptor, it could be seen that the results of the proposed algorithm are higher by a considerable amount. Hence the method proves to have a better performance. From the Fig. 13. it could be clearly seen that the proposed method outperforms the SIFT descriptor by a considerable amount for both the FRAV3D and the Kinect databases. Table 1. and 2. shows the results of reliability testing for different combinations of texture, depth, entropy and saliency.
True Acceptance Rate (TAR) is the rate of the acceptance of the original class that is available within the training set, which is to be high. The True Rejection Rate (TRR) is the rate of rejection of an external class (that is not available in the training set), which requires to have a low value. False Acceptance Rate (FAR) is the rate of acceptance of the external class, which is to be low. False Rejection Rate (FRR) is the rate of rejection of the external class, which is to be high.

From the Table 1, it could be seen that for 100 samples the proposed method using entropy alone for the fusion of texture and depth gives a TAR of 86%, TRR of 14%, FAR of 17%, and FRR of 83%, that is a high rate of TAR and FRR and low rate of TRR and FAR which is desirable. As the samples are increased to 200, its shown to give an increased TAR and FRR of 99% and 85.5% and low values of TRR and FAR of 1% and 14.5%. Similarly, from the Table 2, it could be seen that for 50 samples the proposed method using saliency along with entropy for the fusion of texture and depth gives a TAR of 80%, TRR of 20%, FAR of 0%, and FRR of 100%, that is a high rate of TAR and FRR and low rate of TRR and FAR which is desirable. As the samples are increased to 200, its shown to give an increased TAR and FRR of 96% and 92% and low values of TRR and FAR of 4% and 8%. From the above results the proposed algorithm, is shown to give a high True Acceptance Rate (TAR) and False Rejection Rate (FRR), at the same time it results in a low value of True Rejection Rate (TRR) and False Acceptance Rate (FAR). It proves the better performance of the proposed method as the percentage of true classes accepted and false rejected are high.
Table 2. Reliability testing using saliency along with entropy for texture, depth combination

<table>
<thead>
<tr>
<th>Samples</th>
<th>TAR</th>
<th>TRR</th>
<th>SSR</th>
<th>FRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>94%</td>
<td>90%</td>
<td>80%</td>
<td>6%</td>
</tr>
<tr>
<td>100</td>
<td>100%</td>
<td>93%</td>
<td>96%</td>
<td>0%</td>
</tr>
</tbody>
</table>

4. Conclusion

This paper presents a novel approach for face recognition, based on HOG features and the tree bagger for classification. The proposed method is shown to give better results specially for smaller training set sizes. Moreover the proposed method is shown to outperform the SIFT descriptor. The proposed algorithm uses a combination of entropy, saliency and depth information with HOG for feature extraction and tree bagger for classification. Moreover random tree is one of the best classification techniques available. The only drawback of using Random tree for classification is the need for large training set per subject. The experiment results were obtained using five poses per class which shows a better performance of our approach as the training set is improved. It is also seen that the method is highly reliable from the reliability results obtained with a high TAR and low FAR.
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